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Abstract

We present an approach for evaluating risk using risk–contributing factors. This approach could be applied recursively to a hierarchy of risk–contributing factors. We also use a MANET scenario to demonstrate how the approach may be applied. We believe that the scenario covers some of the most important risk factors regarding access control for information in a MANET. The set of risk factors discussed in this paper is by no means complete. Besides the usual technical considerations for information system security, other factors such as human psychology, social network and warfare should also be taken into consideration to evaluate risk in a MANET and much more research is needed.

1 Introduction

Access control for information in a MANET (mobile ad–hoc network) is concerned about the risk of information leakage in a MANET environment. Intuitively, risk means that some unwanted events may happen in the future to cause damage or undesirable outcomes. Risk is viewed as a probabilistic notion since the exact future cannot really be known until it becomes the present and the past. Nonetheless, we human beings do attempt to predict the future from the past experience and the present
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situation, examining multiple factors to plot and determine plausible courses and outcomes of future events. In this paper we try to do the same by decomposing a MANET into different components and examine the factors that may contribute to information leakage.

In reality, a MANET and its context are very dynamic, so are the factors contributing to risk. A MANET and its context would have a unique set of factors and each factor could have its unique impact on risk. The set and the impacts may all change with time. It would be very difficult to give a list all risk contributing factors and their impacts on risk. Rather, we present a basic approach for evaluating risk using risk contributing factors. A risk factor could be divided into factors of finer grain and risk factors of different levels of granularity could be arranged in a hierarchy, and the approach could be used recursively through the hierarchy. The eventual goal is to use the approach to build either an automated risk–based access control system or a decision support system where the decision maker could “walk” through the hierarchy to get different levels of details of risk analysis.

We use the approach to study a specific MANET scenario, in which a MANET node, the sender needs to make a risk–based access control decision on sending information to another node, the receiver through a communication channel. A node is decomposed into its information system, human user(s) and physical defense and a channel is decomposed into two end points; the risk associated with the end points, the information system, the users and the physical defense are examined.

The rest of this paper is organized as follows: section 2 presents the basics: the assumptions, the scenario, the risk model and the risk–evaluating approach. Section 3 briefly discusses related work. Section 4 examines risk factors in the communication channel, section 5 examines risk in the information system, section 6 examines risk factors associated with human users, section 7 examines risk associated with physical defense, and section 8 concludes.

2 The Basics

This section presents the basic assumptions, settings, risk model and methodology for risk evaluation discussed in this paper.

2.1 Basic Assumptions

While there has been considerable amount of research and practice with regard to information security, a MANET environment poses some unique challenges to protect information. These challenges become part of the basic assumptions of this paper outlined below:

- There is no fixed infrastructure to bootstrap any MANET–wide security measures. In particular, it is assumed there is no node trusted by all other nodes in a MANET. However, there could be strong mutual trust among a subset of the nodes; for example, strong trust among US and UK forces.
- There is no complete trust among nodes and personnel in general. However, there could be different degrees of trust of different aspects among nodes and personnel. For risk evaluation, a lower degree of trust generally leads to higher risk.
• Very little, if any physical security can be assumed. And it must be assumed that any node or personnel could be captured or compromised by adversaries unless there is strong enough evidence to indicate otherwise.

• Most, if not all, physical communication links are un–reliable and insecure wireless links.

• There could be a wide variance in nodes’ capabilities to protect information. Some may have strongly temper–resistant hardware/firmware to establish secure communication channels and to protect information within the nodes, others may just have ordinary radios or cell phones. Two nodes communicating with each other can only settle for the greatest common denominator of their abilities to protect communication channels.

• A node has no real control over how other nodes handle and protect information. Therefore, when a node sends information to another node, it can at best hope that the receiving node will properly protect the information. This implies that the sending node should evaluate the risk of information leakage from the receiving node before sending the information, taking multiple risk–contributing factors at the receiving node into account, including the risk that the receiving node makes bad decisions regarding further distribution of the information. The risk of information leakage from the communication channel must also be evaluated.

• A node’s need to serve human–beings could affect the effectiveness of its security measures. For example, a tamper–resistant node may protect its information using strong encryption. However, if the node needs to display the information in the clear to a human user, the strong protection offered by tamper–resistance and encryption may be rendered useless if the human user or the device with its display is captured by an adversary. On the other hand, if the node does not need to display its information, then tamper–resistance and encryption should be good enough to at least protect the confidentiality of the information.

• The adversaries have strong technical means to mount attacks. This does not imply that the adversaries are sophisticated technologists. With the ready availability of cheap but powerful portable computers, knowledge and tools, it is very possible that all an adversary needs is such a computer, the attack tools and the how–to instructions that can be freely downloaded from the Internet.

• Temporal considerations affect risk evaluation. For example, if it would take an adversary an hour to decipher an encrypted message but the message content will stay sensitive for only 20 minutes, then the risk of leakage through the channel is zero although the adversary will decipher the message with probability one.

2.2 Basic Setting

Figure 1 depicts the basic setting used in the discussion of MANET risk modulating factors in this article. The setting is that the sender would make risk–based decisions when providing information to the receiver through a communication channel. In particular, the sender is concerned about the damage that could result from leakage of sensitive information. Such leakage could happen through the communication channel, the information system or the human users on the receiver’s side. The leakage could happen due to logical or physical compromise of the channel, the information system
or the human users. The malice or carelessness of a human user could also lead to leakage. From the sender’s point of view, this report will examine the factors that may lead to information leakage in the channel, the receiver side information system, the human user(s) on the receiver side, and the effect of the strength of the physical security (or lack of it) on the receiver site.

The communication channel is modeled as two end points connected by a physical communication path consisting of one or more hops. The end points are responsible for establishing and maintaining a secure channel (on top of the path) between them, if they both are capable of doing so. The information system is modeled as a stack of hardware/firmware, hypervisor/operating system and applications. This stack may be tamper-resistant to some extent. The physical security is modeled by the physical defense perimeter. We intentionally separate the end points of the communication channel from the information systems. In practice, this separation may be either logical or physical. It is not unusual to have special purpose hardware/firmware to provide communication and communication security functions to an information system; alternatively these functions could be mostly implemented by software modules and applications on the information systems. This separation makes it easier to treat the risk factors in the channel as independent of the risk factors in the information systems.

Of course, the receiver would also be concerned about the genuineness of the received information. The concerns include the identity of the sender and if the information has been leaked or modified in transition. However, we believe that receiver would be concerned of the same kind of factors that are of concern to the sender.
2.3 Basic Risk Model

This report uses the usual definition of risk as the expected value of damage [1].

\[
\text{risk} \equiv (P = \text{probability of incurring damage}) \times (\text{value of damage}) \quad (1)
\]

The value of damage would be very dependent on the context of the mission. But the probability would be much more dependent on the kind of settings described in section 2.2 and this report will focus on modeling this probability. We will follow the principle of the weakest link; i.e., the weakest component in the setting will determine the probability. We will decompose the setting in Figure 1 into a few components and examine each component separately, assuming each can be compromised independently of the others. In other words, the probability \( P \) in equation 1 will be treated as the joint probability computed from the following probabilities which are assumed to be independent of one another:

- \( P_{CH} \): the probability that the communication is compromised.
- \( P_{IS} \): the probability that the information system is compromised.
- \( P_{HU} \): the probability that the human user is compromised.
- \( P_{PH} \): the probability that the physical security is compromised.

It should be noted that \( P_{CH}, P_{IS} \) and \( P_{HU} \) exclude physical compromises that are covered by \( P_{PH} \).

The assumption of independence may not be entirely accurate. For example, if an end point of the channel is an integral part of the information system, then compromise of the information system implies compromise of the channel. This would result in a slight overestimate of \( P \); this should be fine from the point of view of security, especially given the fact that all these probabilities are estimates to begin with.

2.4 General Methodology

While the true probabilities cannot be accurately derived, it is feasible to estimate the probabilities using the following two-step process, if qualitative comparison between two accesses can be made to determine which access is more likely to result in leakage of the accessed information [1].

1. Encoding the comparison using a formula that computes risk indices, such that a larger index implies a higher likelihood of leakage. Since the range of indices is not constrained, they could offer a high resolution to encode the intuition behind the qualitative comparison. The indices can be put on a scale, and the scale can be calibrated such that some points on the scale correspond to real access scenarios. The calibrated scale provides a frame of reference for step 2.

2. Assigning probabilities of leakage to the indices in a way that is commensurate with experience, intuition and threat assessment. These probabilities should increase with the indices. These assignments should be fine tuned over time; but the indices can be kept fixed to make the fine tuning easier. Such probability assignments are guesses; but all access control policies and decisions are guesses, given the unpredictability of the future [1]. Also, research is being carried out.
under Project 6\textsuperscript{1} to learn risk–based policies from positive and negative decision examples\textsuperscript{2}. The result of this research should be useful to the fine–tuning of the probability assignments.

Many factors contribute to risk and it may be difficult to design one index formula covering all factors. Such a formula will contain many tunable parameters and be difficult to maintain. We could first design the index and probability formulas for each factor and then divide these factors into smaller groups, such that the relationship among members of a group can be understood or at least conjectured. This will allow a group’s joint probability to be computed, then treat the groups as independent and compute their joint probability. Conversely, such a group could be formed by dividing a factor into a group of sub–factors, and such division could be done recursively. Thus, groups of risk factors can be arranged in a hierarchy and the methodology presented in this section can be used recursively through the hierarchy.

With all the above said, we have to caution that in some cases it is not easy to come up with such indices due to either the limit of technology or the concern that it is much better to be conservative and use a binary, secure/insecure scale in certain cases. Also, it is possible a node may not be able to get reliable information about another node to compute risk indices, in which case one may have to rely on trust to compute risk indices, using the work done on Trust Evaluation which is part of ITA Project 6.

We would recommend the use of secure hardware technologies such as TCG \cite{2,3}, secure co–processor \cite{4,5} and secure processor \cite{6,7} in MANET systems. Such technologies could enable a system to provide other systems in a MANET, with some level of confidence, the software and configuration that is currently running on it. Such information could be used in risk assessment.

## 3 Related Work

Britton and Brown presented a model for risk measurement within a RADAC (risk adaptive access control) \cite{8} context in their master’s thesis \cite{9}. Their context and risk evaluation approach are different than those in this paper, but their set of risk factors are similar to those in our scenario.

Chivers and Clark presents a model for risk assessment in a distributed system \cite{10}, using risk profiles of components in the distributed system. Their model enables distributed, incremental risk assessment such that change in the risk profile in one component only requires re–evaluation of risk in components that are affected by the change. We did not use their model, but the examination of risk factors for a component in a MANET node is actually toward building the risk profile for that component. In this sense their work and our work are complimentary to each other.

\textsuperscript{1} Trust and Risk Management in Dynamic Coalition Environments

\textsuperscript{2}This research is conducted by Yow Tzu Lim from University of York, supervised by Professor John Clark. It started during Mr. Lim’s 2007 ITA summer internship in IBM Thomas J. Watson Research Center, mentored by Dr. Pau-Chen Cheng.
4 $P_{CH}$: Risk Factors in the Communication Channels

As described in section 2.2, the two end points of communication are responsible for establishing and maintaining a secure channel on top of the physical communication path between them. The secure channel is to provide some degree of protection on the secrecy and integrity of messages exchanged between the end points. If any one end point is incapable of assuming such responsibility, then $P_{CH}$ is 1 and there is no need to evaluate the other probabilities.

4.1 An Ideally Secure Channel

An ideally secure channel, which is not practically achievable, would have the following properties:

- Each end point knows and has 100% assurance of the other end point’s identity.
- Messages sent through the channel have perfect secrecy. In other words, only the two end points can see the content of the messages.
- Messages sent through the channel have perfect integrity. In other words,
  - Any modification to a message in transit can be detected by its receiver.
  - Any message inserted into the channel by a third party can be identified by the receiver as not authentic.
  - Any retransmission/replay of a message can be detected by its receiver.
  - Any reflection of a message back to its sender can be detected by that sender.

Although the main concern of this report is about risk of information leakage (secrecy), it has been shown that lack of integrity protection could lead to information leakage [11, 12, 13, 14].

An adversary may try to attack the underlying physical communication path to disrupt communication, but it cannot compromise the secrecy or integrity of messages transmitted through a perfectly secure channel.

4.2 Secure Channels in Real World

In reality, no channel is ideally secure and this imperfection introduces risk of information leakage. Since the physical communication links are assumed to be unreliable and insecure, cryptographic means have to be used to establish a secure channel. Communication through a secure channel happens through two phases [15]:

1. **Channel Establishment**: the two end points negotiate with each other using some pre-defined protocol to establish a security association (SA), which is a set of information shared between the end points. The protocol is usually called a key management protocol (KMP) [16, 17, 18]. The information in an SA would include crypto algorithms to be used to protect message secrecy and integrity, secret keys to be used by the crypto algorithms, life time of the SA, authenticated identities of the end points, etc.
An SA is a realization of the secure channel. The secret keys should be shared exclusively between the two end points; compromise of these keys means compromise of any protection the secure channel may offer. A new SA should be negotiated periodically (key refreshment) to defeat cryptanalysis attacks and to limit the damage resulted from a compromised key.

2. Data Communication: the two end points send messages to one another, using the crypto algorithms and keys in the SA to protect the secrecy and integrity of the messages; these algorithms are applied according to pre-defined protocols [19, 20, 21] which are selected during channel establishment.

4.3 Attacks on Secure Channels

To steal the information in messages transmitted through a secure channel, an adversary can usually mount the following kinds of attacks, in addition to attacks on the physical communication path which is assumed to be insecure.

- **Impersonation**: by convincing an end point that the adversary is the other end point.
- **Cryptanalysis**: by analyzing the messages transmitted during channel establishment and data communication to recover either the secret keys or the content of the messages, which are encrypted. It should be noted that it may be possible to recover the content of encrypted messages without knowing the secret keys; this is especially so when the channel does not offer adequate protection on message integrity.

To mount such attacks, an adversary can exploit:

- **protocol flaws**: the protocols used in channel establishment or data communication could have exploitable flaws [22]. For example, flaws in the protocol used in channel establishment could lead to impersonation, or to the selection of weak encryption algorithms or easily-compromised secret keys which are exploitable crypto flaws. Message content could be leaked if the security protocol used in data communication does not offer message integrity protection.
- **crypto flaws**: crypto algorithms/primitives used in KMP and data communication may have exploitable flaws.
- **implementation flaws**: The hardware/software/firmware implementing the KMP and secure data communication may have exploitable flaws. For example, a weak random number generator on one end point could lead to secret keys that are easily predicted or guessed.

Ideally, end points with such flaws should not be used. But in many cases, these flaws are not discovered until long after the protocols, crypto algorithms, or their implementations were deployed. A MANET may have to live with these flaws because updates or replacements may not be available.

4.4 Estimate \( P_{CH} \)

Based on the methodology outlined in section 2.4 and the discussion in section 4.3, we further decompose \( P_{CH} \) into three independent probabilities to account for the protocol flaws, crypto flaws and implementation flaws.
4.4.1 Protocol Flaws

Designing a key management protocol (KMP) used for secure channel establishment is tricky. It has been known for a long time that a KMP could be broken even if it uses only strong crypto primitives [23, 24]. For example, since there is usually more than one pair of end points executing a KMP, one pair may be used as an oracle to break another pair. The protocols for data communication have similar security concerns.

To evaluate the risk introduced by protocol flaws, we will list two sets of properties. The first set includes the “must have” properties for a protocol, and a protocol should be considered broken if it does not satisfy any property in the “must have” set. The second set includes the “should have” properties for a KMP; these properties may be desirable in certain situations. A protocol is rather than strong but not completely broken if it does not satisfy a property in the “should have” set.

The “must have” properties for a protocol are:

- secure against message insertions and modifications,
- secure against message replays,
- secure against message reflections,
- secure against impersonation.

Since the physical communication path is insecure, it is impossible to prevent insertions, modifications, replays or reflections from happening. But a secure protocol should detect and reject any such events; this could mean dropping a few messages, disrupted communication, or even not being able to establish a secure channel instead of establishing a compromised “secure” channel. A protocol which does not satisfy any of the “must have” properties should be assigned a very high risk index that would make $P_{CH}$ close to 1.

The “should have” properties for a protocol are:

- forward security: the compromise of one crypto key used by a secure channel (during channel establishment or data communication) does not imply the compromise of any other crypto key that was, is or will be used by the channel. This means that these keys must be generated in such a way that an adversary could not find any correlation among them. More than one key will be used for a secure channel because there is a need to change the key on a regular basis, namely key refreshment, to defeat cryptanalysis or brute-force search.

- anonymity: there may be a need to protect the secrecy of the identities of the end points.

In general, a protocol which does not satisfy any of the “should have” properties should be assigned a medium to high risk index. However, the assignment is very context-dependent. If the secure channel is to exist for a short while, on the order of tens of minutes or less, forward security may not be required. In some cases anonymity is not required. In these cases the risk index assignment should be based on the “must have” properties.

4.4.2 Crypto Flaws

Modern cryptography [25] has made tremendous progress in the past 40 years, in terms of both providing useful crypto primitives to protect data and useful techniques
to attack the protection, a.k.a. cryptanalysis.

An instance of a particular kind of crypto primitive, be it block cipher, message authentication code (MAC), digital signature, public key encryption, or key exchange such as the Diffie-Hellman exchange \[26\] could be specified by its algorithm and a set of tunable parameters, such as key length, the size of the prime field, etc. Conceptually, for the instances of a kind of crypto primitive, there could be two bounds:

- the maximum upper bound, instances specified above this bound are considered to be secure enough; although there could be different degrees of strength. For example, AES \[27, 28\] using 256-bit keys should be stronger than AES using 128-bit keys.
- the minimum lower bound, instances specified below this bound are definitely broken. For example, block ciphers with key lengths of 56-bit or less are broken \[29\].

Both bounds will go upward with the advances in cryptanalysis and the raw computing power. While these two bounds do not always coincide, it is usually difficult to tell how secure are the instances lying in between due to the advances in cryptanalysis and the huge gain in raw computing power. Therefore, we would recommend that any instance of a crypto primitive specified below the primitive’s maximum upper bound be assigned a large risk index that would make $P_{CH}$ very close to 1. A medium or small risk index should be assigned to instances specified above their corresponding maximum upper bounds.

Since a secure channel would usually use more than one crypto primitive, its risk index due to crypto flaws should be the maximum of the risk indices of all the crypto primitives it uses.

### 4.4.3 Implementation Flaws

The implementation of a secure channel is basically the implementations of the two end points. To account for the risk introduced by the flaws in these implementations, we are basically trying to evaluate the quality of the implementations. Since the end points are IT systems as well, we would defer the discussion of this evaluation to section 5, where $P_{IS}$ is discussed. However, we would discuss evaluating the implementation of the pseudo-random number generator here.

The most important and fundamental component for establishing a secure channel is a strong pseudo-random number generator (PRNG). A PRNG on an end point is responsible to output strong pseudo-random numbers that will be used either directly as secret crypto keys or as the material to generate these keys. The game is lost if the PRNG is weak or compromised and its output could be easily recovered\(^3\).

Barak and Halevi gave analysis of a practical, provably secure model for constructing a robust and secure PRNG \[30\], whose basic construct is depicted in Figure 2. The PRNG in Figure 2 has two components:

- an entropy extractor that collects and extracts entropy from entropy sources and outputs a random seed which is a strong random number.
- a stretcher which adds the random seed into its internal state and “stretches” the entropy in its internal state to produce a stream of pseudo-random bits which

\(^3\)For example, using brute-force search.
are indistinguishable from a stream of truly random bits for any entity with only limited\(^4\) computing resources.

The entropy in the internal state is consumed as the output bits are produced; Barak and Halevi recommended performing a refresh operation every a few minutes to replenish the entropy in the internal state. This is done by adding a new random seed to the internal state.

The entropy extractor and the stretcher can all be implemented using readily available crypto primitives [30]. Gutmann also gave a good discussion on the system and implementation aspects of constructing PRNG’s in chapter 6 of his book [31]. We must conclude that it is neither difficult nor expensive to build a secure and robust PRNG; nor would it be difficult or expensive to scrutinize [32, 33, 34] the PRNG to gain high assurance of it. The weakness of such a PRNG would most likely come from

- the weakness in the system upon which the PRNG is built. This weakness is discussed in section 5.
- the entropy sources. If these sources could not provide enough entropy or are controlled by the adversaries, the adversaries could easily predict the output of the PRNG. Entropy sources could come in three flavors:
  - A dedicated, internal physical entropy source such as instrumentation to sample the thermal noise in the voltage across a resistor or a reverse-biased diode.
  - Internal sources such as timings of asynchronous events or drifts in physical/mechanical parameters in the system upon which the PRNG is built. Examples are timings of interrupts, drifts in the internal clock, drifts in the rotation speed of hard drives, etc..
  - External sources such as the timings of arrivals of network packets and human key strokes, or drifts in physical environmental parameters such as temperature, humidity, etc..

A dedicated, internal entropy source would be the preferred choice but most systems today do not have such dedicated entropy sources. Other sources may or may not provide enough entropy. In a hostile environment such like the ones in which a MANET is likely to operate, it is possible for the adversaries to exercise strong influence over, or even control these sources, especially the external sources.

---
\(^4\)Polynomial time
Given these concerns, the refresh operation recommended in [30] may not be advisable in a MANET. Instead, we would recommend that a PRNG should be seeded with enough entropy prior to its deployment and that its refresh operation should be disabled upon deployment.

To assign a risk index to a PRNG, we would recommend considering the following properties of the PRNG, in descending order of importance:

1. It should have either a good internal entropy source or be seeded with enough entropy prior to its deployment.
2. Its design should follow proven principles, such as those outlined in [30] and [31].
3. Its design and implementation should be of high assurance gained through careful, formal scrutinization.
4. Its refresh operation should be disabled upon deployment in a potentially hostile environment unless it has an internal entropy source.

If any of the first 3 properties does not hold, the PRNG should be considered insecure and be assigned a high risk index; i.e., an index that would make $P_{CH}$ close to 1. If the 4th property does not hold, the PRNG should be assigned a medium risk index.

To determine the risk index for the implementation of a secure channel, we recommend taking the maximum of the PRNG risk index and the risk index obtained by evaluating the over–all implementation of the end points.

4.4.4 Compute $P_{CH}$ from Risk Indices

With the three risk indices from protocol, crypto and implementation flaws assigned, we would recommend computing $P_{CH}$ in one of two ways:

1. assign a probability to each index and compute $P_{CH}$ as the joint probability of the three probabilities by treating them as independent, or
2. choose the maximum of the three indices, assign a probability to this index and use this probability as $P_{CH}$.

5 P_IS : Risk Factors in Information Systems

Figure 3 depicts the layered structure of information systems; some information systems do not have the hypervisor layer. Risk in an information system (IS) comes from defects in these layers. These defects could be in the designs, implementations and configurations of these layers. Risk could also come from the environment in which the IS operates; the IS may be designed to operate correctly and securely under some assumptions that do not hold in the environment. Some of these assumptions may be implicit. For example, an application may be designed and implemented under the implicit assumption that the power supply will not fail and a power glitch may leave the application and its data in an inconsistent and insecure state.

Ideally, to build a secure IS, each layer should have well–defined interfaces to the layers above it and beneath it. And the internal of each layer should be of modular design and implementation, with each module having a well–defined interface and behavior. For the module to be secure, it should check all its input and reject any
input that it is not designed to handle, and always fails in a known state. In reality, very few IS’s are designed in such a manner, let alone being implemented so; this coupled with the fact that each layer are usually very complex\textsuperscript{5}, means most IS’s today are very insecure.

Many efforts have been expended on how to design, build and evaluate an IS so as to gain some level of assurance that the IS is secure. The first proposal for an evaluation criteria came in 1979 by Nibaldi \[35\]. Her proposal evolved into the the US Department of Defense Trusted Computer System Evaluation Criteria (TCSEC) \[36\]. In response to the US effort, the British \[37\], the Germans \[38\], and the French \[39\] all introduced evaluation criteria. In 1991, the UK, France, Germany, and the Netherlands introduced a European criteria \[40\], and in 1993, the Canadians followed suit \[41\]. For more details on the development of the evaluation criteria, see \[42\].

To stem the proliferation of mutually incompatible evaluation criteria, the Common Criteria for Information Technology Security Evaluation (CC) \[43\] was developed by a consortium of industrial and government partners and became an ISO standard. An evaluated IS is given a rating that indicates its level of security assurance. The highest rating for CC is \textit{EAL7} and the lowest is \textit{EAL1}. The highest rating for TCSEC is \textit{A1} and the lowest is \textit{D}. The low ratings mean no or very low assurance. The high ratings mean high or very high assurance; such a rating requires formal modeling and proof of the security properties of the IS; the process of designing and developing the IS must also be documented and reviewed. Thus, a high rating not only indicates a high level of security assurance, it is also an indication of the high quality of the design and development process. This high quality is necessary for high assurance because the evaluation process is not expected to find all security holes in an IS due to the complexity of the IS; but a well designed and developed IS is much less likely to have serious security holes.

It is generally desirable for an IS to have a security rating; but there are a few caveats:

\textsuperscript{5}Considering the fact that modern OS’s and applications are usually built with millions of lines of code.
A rating does not necessarily imply a high degree of security. Some popular softwares, such as some versions of the Microsoft Windows™ and some versions of Linux, have gained the EAL4 rating. But we still see frequent announcements of security alerts and patches for these softwares. High assurance is generally viewed as at least EAL6 under the Common Criteria or at least B3 under the TCSEC. EAL5 and B2 are viewed as medium assurance under the Common Criteria and TCSEC, and ratings of EAL4 or B1 and below are viewed as low assurance.

In practice, relatively very few systems attained a high rating. Only three systems ever received a TCSEC A1 certificate, including the GEMSOS [44] secure OS, the SCOMP secure communications processor, and the Boeing MLS LAN. Under the Common Criteria, only some one-way network diode products from TENIX Defense Systems and from CompuCat have received EAL7 certificates.

A rating is only given to a specific configuration of a set of software/hardware that was evaluated. In other words, the rating does not cover the same set with a different configuration, nor does it cover a different set.

Ratings (or Security) is not composable. A combination of two sets of software/hardware, each with a high rating, is not guaranteed to have a high rating. This combination, including its configuration, must be evaluated to gain a rating. Composite evaluation can be very difficult to accomplish as shown by Karger and Kurth [45].

The next question is how to decide how much to trust a system evaluated to a given level. Under the TCSEC, this was relatively easy, for two reasons. First, the requirements to achieve a given level certificate were the same for all systems. This meant that evaluations of different products could be compared to determine if system X had better or worse security than system Y. Second, the NSA published guidelines on how to decide what level of evaluated system was needed, given the highest level of classification of information stored on that system and the low level of security clearance of people allowed to use the system. These guidelines were published in the so-called Yellow Books [46, 47]. It is important to note that the Yellow Book recognized that even A1-evaluated systems are not perfect, and recommended that not even an A1 system was sufficient for some of the most risky configurations.

Comparing Common Criteria evaluations is much more difficult than comparing TCSEC evaluations for several reasons. First is that there is no counterpart of the Yellow Books for the Common Criteria. Second, a Common Criteria evaluation is much more complex than a TCSEC evaluation. There is no standard set of requirements for a given assurance level. Each product can define its own requirements as part of its Security Target document. Further, a given Security Target can optionally claim conformance to one or more Protection Profiles. A protection profile is intended to provide some means of comparison and standardized requirements, but since there can be many protection profiles, and each security target can specify additional requirements or can also waive certain requirements, the ability to compare two different Common Criteria evaluations is nearly non-existent.

With these caveats, we would recommend that a MANET node should choose its IS according to the following list of descending order of preference. The assignment of risk indices, quoted in “[ ]”, is in ascending order.

- [very low] use an IS with a high security rating if the IS could fit the operational
need,

- **[low to medium low]** use a secure hypervisor (virtual machine monitor) with a high security rating to isolate different applications such that each application is placed in its own IS running in a separate hypervisor partition. While a secure hypervisor may not be able to prevent an application/IS from being compromised, it can prevent the compromise from spreading to other applications.

Processor support for Hypervisor/Virtualization, such as Intel VT [48, 49], AMD–V [50] and IBM PowerPC virtualization [51, 52] is becoming increasingly common. Open-source hypervisors, such as XEN [53] and KVM [54] are also becoming popular. Active researches, such as sHype [55, 56] and SecVisor [57] are being conducted to make these hypervisors secure. The VAX VMM Security Kernel [58, 59] is a secure hypervisor that was targeted for the TCSEC A1 rating.

- **[medium low to medium]** use an IS with a medium or low medium security rating, such as TCSEC C2, B1 or EAL4 if the IS could fit the operational need,

- **[medium to medium high]** use an IS that has gone through and passed some systematic security scrutinization, preferably an IS that has been used in the field and found to be resilient against attacks.

- **[very high]** use an IS that could fit the operational need. Of course, no security assurance could be expected in this case.

As discussed in section 2.4, the sender may not be able to determine the properties of the receiver IS if the receiver cannot provide attestation to its IS using technology such as TCG/TPM [2, 3]. In which case the sender should either assume a high level of risk or assess the security/trustworthiness of the receiver using other means.

### 6 $P_{HU}$: Risk Factors in Human Beings

Traditionally, the risk of information leakage has been addressed by mandatory access control policies such as the MLS policies based on the Bell–Lapadula model [60]. Such a policy defines a static risk–benefit tradeoff and has a binary, allow/deny decision model; the policy is usually averse to risk by only allowing low–risk accesses. The new Fuzzy MLS model [1] proposed by the authors makes access control decisions based on quantified risk estimates of information leakage by human users; a decision could be one of allow, deny or allow with a risk mitigation measure.

To estimate $P_{HU}$, we would recommend using the rational of the Fuzzy MLS model and augmenting it for the MANET environment. Basically, risk of information leakage through a human user is incurred when the user accesses a piece of information. So $P_{HU}$ is determined by comparing the profiles of the user and the information. For Fuzzy MLS, the profiles are the MLS labels of the user and the information. The Fuzzy MLS model compares such a pair of MLS labels to compute quantified estimates of two risk contributing factors, and uses these two factors to estimate $P_{HU}$. These two factors are:

- **How tempted** is the human user to leak the information? This is determined by comparing the user’s level of trustworthiness (MLS clearance level) and the value of the information (MLS sensitivity level). The temptation and the likelihood of
leakage increases as the value of the information increases and decreases as the user’s level of trustworthiness increases.

- How strong a need does the user have to access the information? In Fuzzy MLS, this is determined by comparing the category memberships of the user and the information. Fuzzy MLS allows fuzzy category memberships in the range [0, 1]. Human beings are imperfect and even the most trustworthy users may leak information inadvertently. This kind of “slip of tongue” is always possible. If the user has a legitimate, strong need to access the information, this possibility should be accepted as the cost of conducting business or accomplishing a mission. If the user has only a marginal need or no need at all, then at least part of the possibility should be accounted for in $P_{HU}$.

In a MANET environment, more attributes in addition to the MLS labels should be taken into account to evaluate a user’s levels of trustworthiness and his need to access. We assume that the profile of a piece of information already exists; this profile should tell the information’s value/sensitivity, relevant topics, origins, restrictions, etc. Eventually, this profile should be determined using the work on Secure Information Flow which is part of ITA Project 5\textsuperscript{6}.

The level of trustworthiness of a human user should eventually be determined using the work on Trust Evaluation which is part of ITA Project 6. Some initial results of this work are presented in [61].

We would recommend using three profiles to evaluate a human user’s trustworthiness and need to access. The first profile $uPROF$ summarizes the characteristics of the user. The second profile $oPROF$ summarizes the characteristics of the user’s long-term affiliation, namely the organization/military unit to which the user belongs, but may also be the user’s social network, such as the user’s family, tribe or village. The third profile $mPROF$ represents the characteristics of the user’s short-term affiliation, namely the dynamic coalition/MANET to which the user currently belongs. The $uPROF$ will be used to produce a baseline evaluation of the user’s levels of trustworthiness and need to access. The $oPROF$ and $mPROF$ are meant to address the inevitable possibility that the user’s affiliations are likely to have access to the information received by the user; thus their main effect would be to decrease the baseline levels of trustworthiness and need to access and therefore increase $P_{HU}$. The final evaluation obtained by using all three profiles will be used with the profile of the information to estimate $P_{HU}$.

An $uPROF$ should include an user’s attributes in the following non-exclusive list, subject to availability.

- attributes for evaluating the level of trustworthiness, in descending order of importance:
  - past records of leaking of information. Any such record would decrease the level of trustworthiness. The user should be considered totally untrustworthy if the records demonstrate a habit of information leakage.
  - official MLS clearance level
  - assessments by others who have known and/or worked with the user.
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– past experiences of using and protecting sensitive information. An inexperienced user is probably less competent in protecting information.
– the rank and position within the user’s organization or social network, assuming higher rank or position implies higher level of trustworthiness.

• attributes for evaluating the level of need to access, in descending order of importance:
– role/responsibility within the user’s current dynamic coalition.
– job description within the user’s long-term affiliation.
– official MLS categories set

We would suggest using a weighted-sum approach to compute the levels of trustworthiness and need to access from the values of these attributes, but leave the exact weights for the experts to decide [9]. The value of an attribute may in turn be derived from values of finer-grain sub-attributes.

An oPROF represents the characteristics of the user’s long-term affiliation, which may be a military unit, an NGO, a local tribe, etc. This profile should contain attributes of this affiliation in the following non-exclusive list, subject to availability.

• attributes for evaluating the level of trustworthiness, in descending order of importance:
– past records of leaking of information. Any such record would decreases the level of trustworthiness. The level of trustworthiness should be at most medium if the records demonstrate a habit of information leakage.
– any practice in place to protect sensitive information. Lack of such practice would decreases the level of trustworthiness. The practice may be specified by a policy or could be just a “best practice”.
– the charter/mission of the organization. Is it in conflict with protecting sensitive information? For example, a news agency may be less inclined to protect sensitive information.
– level of information system security (discussed in section 5),
– level of physical security (discussed in section 7).

• attributes for evaluating the level of need to access:
– the role/mission of this affiliation in the dynamic coalition. Does this role/mission imply the need to access the information? How strong is the need?
– the charter/mission of the affiliation. Does the charter/mission imply the need to access the information? How strong is the need? We must differentiate the need to access from the desire to access. The need should be a judgment of the provider of the information, namely the sender, while the desire is from the affiliation.

Besides these attributes of the user’s long term affiliation. We should also look at the following factors :

• how close is the relationship between the user and his/her long-term affiliation? The closer the relationship, the more weight the oPROF has on determining the user’s levels of trustworthiness and need to access.
• the life span of the sensitive information. Usually a shorter life span would mean the affiliation’s profile carries less weight on determining the user’s levels of trustworthiness and need to access.

The mPROF of a MANET is the union of the uPROFes and oPROFes of the members of the MANET and the set of particular attributes of the MANET. This set should include attributes in the following non–exclusive list, subject to availability:

• attributes for evaluating the level of trustworthiness, in descending order of importance:
  – levels of information system security (discussed in section 5) of members of the MANET,
  – levels of physical security (discussed in section 7) of members of the MANET.
  – the mission of the MANET. Is it in conflict with protecting the sensitive information?

• attributes for evaluating the level of need to access:
  – the mission of the MANET. Does the mission imply the need to access the information? How strong is the need?

Besides these profiles, the level of confidence in the user’s identity must also be taken into account. This level of confidence is established by the strength of the evidence and mechanisms that were used to authenticate the user’s identity [62]. Lower level of confidence should further decrease the levels of trustworthiness and need to access determined by using the profiles.

It is important to note that this analysis of risk factors in human beings is not intended to identify any particular individual as a potential or actual risk. This is the realm of psychological analysis, background investigation, and counter-intelligence. Deciding whether a particular individual is or is not working for the "other side" is an extremely complex and often contradictory exercise [63, 64].

7 PPH : Risk Factors in Physical Environment

Due to the existence of technologies of building tamper–resistant hardware [4, 5] and secure processors [6, 7] for information systems, the evaluation of PPH could be separated into the evaluation the tamper–resistance the IS and the evaluation of the strength of the physical defense of the MANET node in which the IS resides.

For a tamper–resistant IS to protect information, it should have the following properties:

• its software stack should be evaluated to have a high level of security assurance. This is discussed in section 5.

• it should have a very strong ability to detect any attempt of physical tampering.

• a detected attempt of physical tampering should result in the erasure/destruction of data stored in the IS. The erasure/destruction could be accomplished by either erasing the data or erasing the crypto keys that are used to encrypt the data.

Data erasure is very different from just deleting a file or overwriting a chunk of memory [65]. Their exist computer forensics technologies [66, 67, 68] to recover...
“deleted” data. Open source and commercial forensics tools for such recovery are readily available [69, 70, 71, 72]. Fortunately, technologies [73, 74] and tools [75, 76, 77] for erasing data also exist.

- there should be no effective side channels, such as power analysis [78] or EM radiation analysis [79] through which sensitive data on the IS can be recovered. More side channel technologies and counter measures have been published in recent years [80, 81, 82, 83].
- there should be no way for a human user to examine the data in the IS when the IS is deployed in a MANET. By “examine” we mean viewing, listening, or printing the data.
- there should be no physical or logical interface to download the data unless the data are strongly encrypted. The keys used to encrypt the data must not be downloadable.

The only exception to this requirement is for administrating/maintaining/operating the IS, in which case a very strong authentication mechanism should be used to authenticate the administrator/maintainer/operator before the download is allowed to happen. Of course, these administrators/maintainers/operators should not be allowed to enter a dangerous environment.

If an IS has these tamper–resistant properties, then its $P_{PH}$ should be low. Otherwise, its $P_{PH}$ could be estimated by evaluating the likelihood of a breach of the MANET node’s physical defense. Due to our lack of expertise in modern weaponry and warfare, we hesitate to formulate a model or an approach to evaluate the strength of the physical defense of a MANET node. We would make the following observations:

- It is possible to do at least a coarse rating on the strength of physical defense of a MANET node. For example, the rating for a modern main battle tank or a well-fortified position could be high, the rating for a light armored vehicle could be medium, and the rating for an infantry man with a rifle is low.
- The actual likelihood of a breach is a function of the strength of physical defense and the ability of the adversary. As demonstrated by the asymmetric, unconventional warfare conducted by the insurgency in Iraq, an adversary needs the tool and tactic to penetrate a weak point in the defense. No defense is without weakness and the adversary does not have to be the equal of the US/UK armed forces in terms of technology or firepower. And both sides in a conflict will learn and adopt. Thus the relationship between the adversary and the defender would be a very complex and evolving one.

It may be possible to model the adversary as a subject to access an object, the defense. But the models of the subjects and the objects, and the modes of access would be much more complex than those in an MLS access control system. Much more research is needed with major input and effort from military experts.

8 Conclusion

This paper presents an approach for evaluating risk using risk–contributing factors. This approach could be applied recursively to a hierarchy of risk–contributing factors. We also use a MANET scenario to demonstrate how the approach may be applied. We
believe that the scenario covers some of the most important risk factors regarding access control for information in a MANET. The set of risk factors discussed in this paper is by no means complete. Besides the usual technical considerations for security and risk in an information system, other factors such as human behavior, psychology, social network and warfare must be taken into consideration to evaluate risk in a MANET. Much more research and validation are needed for this approach to make it truly useful for a MANET. Especially, help and input from military experts are needed to evaluate the risk resulting from the breach of physical defense.
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