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Abstract

Text based search remains an important technique to retrieve data. Existing and emerging domains including the massive and rapidly changing Web, sensor networks, stream computing and others involve searching huge quantity of data coming at large rates of 10GB/s - 100GB/s. High input data rates in these applications impose real time constraints on indexing. This makes it necessary to have high indexing rates for large volumes of data. Future parallel architectures with storage class memories will pave the way for high speed in-memory text indexing, where index can be completely stored in a high capacity storage class memory. We present sequential and distributed in-memory text indexing algorithms. These algorithms leverage our novel index data structures that make text document indexing and merging process more efficient. We compare our design with the indexing algorithm in CLucene and show that the asymptotic time complexity of our sequential indexing algorithm (O(R.γ/k)) is better than CLucene (O(R.γ/k*(log(R/k)+θ)), where R is the number of documents, γ and θ are document-term distribution parameters and k is the merge-factor parameter in index construction. We also present the asymptotic time complexity for our distributed indexing algorithm and show that it is better in scalability compared to distributed version of CLucene. The experimental results of our sequential & distributed indexing algorithm using actual website data on an MPP architecture (BG/L [4]) are also presented along with comparison to sequential & distributed indexing using CLucene. We demonstrate around 2× improvement in indexing performance for the sequential algorithm and around 3× - 7× improvement in indexing performance for the distributed algorithm.
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1 Introduction

Text based search remains an important technique to retrieve data including images, movies and sounds recordings. The current distributed IR systems are expected to maximize search throughput while having low acceptable response times. They typically generate document partitioned index where each index slice is generated by a single node (could be single or multi-core processor). Distributed search is performed and search results are then merged to generate the final top-X (50,100) documents for a query. Since, disk based accesses are involved in indexing, the indexing speed is limited by memory size and disk access times. Optimization is primarily focused at disk-based storage and distributed access of index and text ([13], [5], [8], [11]). However, recent trends including need for real-time indexing and search for massive amounts of data, along-with advent of massively parallel (multi-core) architectures and storage class memories [7], motivate exploration of performance optimizations for in-memory text indexing and search.

The Web is so large and growing so rapidly that the time for building index is a significant factor in providing effective search output. Also, the contents in the Web change extremely rapidly. This necessitates either efficient incremental index updates or rebuilding approach. Typically, for efficiency and simplicity,

---

1Ref: http://www.sourceforge.net/projects/clucene. CLucene is a C++ implementation of Apache Lucene (http://lucene.apache.org/java)
index rebuilding approach is taken which makes it necessary to have low indexing time over huge volumes of data.

In future there will be a strong need for real-time indexing of massive amounts of data flowing at the rate of 10s - 100s of GB/s. Imagine, sensor networks sending massive amounts of data that needs to be searched for patterns and the search results are time-critical like an earthquake prediction, critical health conditions of patients, volcanic eruptions, climate warning systems and so on. Such scenarios cannot tolerate any violation of strict response times. Also, the data and index will be expected to age-off in some fixed time. Hence, we need extremely fast indexing rates that can enable delivering tight constraints of search response time in large scale systems.

Rapid advances in computer architecture and system software in recent years have produced massively parallel systems like BG/L (by IBM Research). In near future, one can expect to see massively parallel multi-core systems (1K - 2K cores) with storage class memories. For such systems, one can store the complete index and text in memory of about couple of hours of data. Thus the index data structures need to be re-designed to attain high indexing rates. One also needs to re-design indexing and search algorithms to execute efficiently on these systems.

In distributed IR environments, one way to deal with massive amounts of data and have stringent constraints on response times is to have distributed index by partitioning the total input data across groups of nodes and to construct a single index per group (instead of per node basis). This group-index is constructed by merging the indexes from each node in the group. Such a group-based construction helps in reducing the number of nodes involved in search which helps in reducing the search response time, especially in cases where global scoring requires lot of communication between the search nodes.

We study both the sequential text-indexing problem and distributed text-indexing problem for in-memory indexing and design data-structures and algorithms to provide scalable solution to both the problems. We use document partitioning instead of term-partitioning as we intend to scale our design and implementation to thousands of processors. The term-based partitioning strategy can lead to load-imbalance which could be seriously detrimental to performance in a large-scale system [13].

In this paper, we look in detail at the indexing process in text-search engines and design new data-structures and sequential algorithm as well as distributed algorithm for scalable indexing. We compare the sequential performance and also the distributed performance (on an MPP architecture) of our implementation of the scalable text indexing algorithm vs. the indexing algorithm in CLucene.

The paper makes the following contributions:

- We present the design of a novel data-structure for in-memory index (storage) that makes the whole text indexing process more efficient. Leveraging this new data-structure, the paper presents the design of sequential in-memory text indexing algorithm. We analyze the asymptotic time complexity for both cases and show that our algorithm has better asymptotic time complexity. We also compare the sequential performance of our text-indexing algorithm vs. CLucene (both of them with in-memory indexing) and show around 2x improvement in indexing performance.

- We present the design of our distributed in-memory text-indexing algorithm and compare it against distributed algorithm using CLucene data-structures and compare their asymptotic time complexities. We show that our distributed algorithm has better asymptotic time complexity. We compare the results using actual website data on an MPP platform and demonstrate around 3x-7x gain in indexing performance.

We note that our design of data-structures and algorithm for Indexing is independent of the architecture. So, it is really applicable to Clusters, Cluster of SMPs, large-scale SMPs and MPPs like Blue Gene and other distributed architectures.

This paper is organized as follows. Section 2 gives related work in the area of parallel and distributed text indexing. Section 3 explains the indexing process in CLucene and its performance drawbacks for in-memory indexing. Section 4 dives down deep into the design of new data-structures for indexing, optimization of these data-structures, analyzing the time complexity of sequential indexing using these new data-structures and comparing this with sequential indexing in CLucene. Section 5 goes into detailed design and analysis.
of the distributed indexing algorithm. It also gives time complexity analysis for our distributed algorithm and CLucene. Section 6 presents the results of the experiments and Section 7 concludes with summary and future work.

2 Related Work

Distributed Information Retrieval has been a well-studied area for more than last two decades. In this section we provide an overview of previous efforts that provide an insight into text indexing performance apart from other IR performance issues.

Urs Holzle, Jeffrey Dean and Luis A. Barroso [1] give an overview of frameworks and techniques to handle huge volumes of data and queries. They use document partitioning for index construction and let a single query use multiple processors to achieve lower response time. The authors argue in favor of large-scale multiprocessing as compared to large shared memory machines, using the fact that the indexing/search problem has higher ratio of compute to communication time justifying a large-scale distributed approach. In contrast, we study distributed indexing scalability on large number of nodes assuming that index is stored on memory only.

Jeffrey Dean and S. Ghemawat [3] explain a generalized Map-Reduce framework. Here the programs written in functional style, are automatically parallelized and executed on a large cluster of nodes. The run-time system takes care of data-partitioning, scheduling across multiple nodes and manages inter-node communication and node failures. Using this framework they address the problem of large-scale indexing by running the indexing process as a sequence of five to ten Map-Reduce operations. Our in-memory indexing scalability techniques can be programmed in the run-time of this system, which will improve the performance of this system for large-scale indexing. Hence, our indexing scalability optimizations are complementary to the Map-Reduce framework and can be applied to any distributed IR system.

In [6], Sergey Melnik et.al. introduce software pipelining for indexing on a single node to exploit intra-node parallelism. They use an embedded database system and study mixed-lists to efficiently support zig-zag joins by using the ability to extract limited portions of the inverted-lists. In contrast, we study inter-node parallelism for indexing, assume index is stored in memory only and design innovative data-structures to make the indexing process more efficient.

Stanfill et.al. [9], evaluate a document ranking algorithm for both in-memory index database and disk-based index storage. Here, the inverted lists are distributed across available processors in a mixed term-wise and document-wise fashion which results in increase in communication and non-scalability for large number of processors as also has been indicated in the paper. We study distributed indexing on an MPP system with in-memory index but with only document-based partitioning and group-based index construction which leads to better scalability and performance in most cases.

In [2], several methodologies for Distributed IR are considered and compared on the basis of performance, efficiency and effectiveness. The methodologies are differentiated by the kind of data that must be held by the receptionist, varying from no more than a list of valid sub-collections (central nothing) to a merged vocabulary (central vocabulary), to a full-index of stored data (central index). While [2] compares multiple methodologies, for librarians/receptionists based distributed IR, we focus on sequential algorithm improvements for in-memory text indexing as well as scalability of distributed in-memory indexing in case of large scale systems.

3 Scaling Issues For In-Memory Indexing In Lucene

The Lucene index is organized in segments. Each segment contains information about terms and their frequencies, documents in which they occur and positions in which they occur in the documents. The positions and frequencies are stored in sequential fashion and accessed by adding base position with offset. The terms are also kept sorted for fast binary search during query evaluation. The whole organization is designed to minimize the number of disk accesses as the disk seek time is orders of magnitude larger compared
to compute or memory access time. The index also stores skip-lists for documents to enable fast access of documents (in $O(\log(n))$ time).

During the merging of segment indexes, a merge-sort is performed to keep the terms sorted in the merged index and the document IDs are updated to reflect the new set of documents. The control structure for the final merged index is updated at each step to reflect the new merged Index. There are two key steps involved in merging of segments into a next level segment. First (Step(1) in Fig. 1), is the k-way merge sort of the sorted-term-lists in $k$ segments to be merged. Second (Step(2) in Fig. 1), is reading the document and postings data per unique term and then copying it to the destination segment. As the number of merge increases this data is again and again read and copied over to successive merged segments. This process along with sorting of terms makes the merge process inefficient.

Hence, the current indexing algorithm in CLucene is not scalable. That is, if we double the number of processors for constructing one merged index (for the same data size), indexing may not necessarily get a speedup close to two. This is because the index-merge process becomes the bottleneck quickly.

4 Design of Data-Structures & Algorithm For In-Memory Text Indexing

In this section we first present our design of data-structures for efficient indexing including index-merging. Then, we look into optimization of this data-structure with respect to space-time trade-offs in indexing and search. Next, we compare the asymptotic time complexity of our design vs. CLucene.

We note that this paper deals with improvements in time of indexing for our approach over the current approach in CLucene, but not on space (memory) comparison. However, based on experimental measurements we are around two times the memory needed by CLucene index.
4.1 Indexing Data Structure Design

The index format of CLucene, as explained in the previous section, is not optimized for in-memory index storage and query search. Hence, we design new data structures for index storage. To eliminate the need to sort the terms we use hash-tables and terms/documents as keys in the hash-tables. To reduce the inefficiency in the merge process of repeatedly re-organizing document and postings data into higher level segments, we propose a 2-dimensional hash-table based approach. In this approach we keep a top-level hash-table called GHT (Global Hash Table), that maps unique terms in the document collection to a second-level hash table. In the second-level hash-table, called IHT (Document Interval Hash Table) the key is a range of documentIDs (document-interval) and the value is the detailed document and postings data for that term (in GHT). This avoids repeated re-organization of data in the segment indexes that get merged in the final merged index and hence makes the merge process more efficient compared to CLucene. This merge efficiency cannot be attained in a single-dimensional hash table. The details on this design and its optimizations are described below.

We use a 2-dimensional hash table structure in memory to store the inverted-index for a collection of documents. The first dimension is for terms (including Field Name) and the second is for range of documentIDs. For each term entry, there is a second level hash table which is indexed by range of documentIDs. After indexing by documentID-interval into this second-level hash table, we get the list of documents that contain that term and for each document we get the details on frequency of the term in the document and pointer to the list of positions of occurrence of the term in the document. Fig. 2 illustrates the conceptual structure of the Global Hash Table (GHT).

Fig. 3 illustrates the structure of IHT. Here, each term in IHT points to list of documentIDs that contain that term. Each entry in this list contains the documentID, the term-frequency in that document, and pointer to the postings data for that term in the document. For IHT construction, first, the posting table for each of the \( k \) documents is formed without any need for sorting of terms. Then these posting tables are used to construct the IHT, that stores the positions for term occurrences in these \( k \) documents. The second-level hash-table, IHT, helps in scalable distributed indexing by providing the ability to offload the construction of index for a set of documents to another processor before merging that into GHT.

The IHT is then encoded into two contiguous arrays: one that allows hash-function based access into the term/document frequency data (as shown in Fig. 4) and another for actual positions data of the terms in the \( k \) documents (not shown). Fig. 4 explains the encoded IHT array structure with six sub-arrays and the steps to retrieve term positions in a document. Given, a term \( T(i) \) and document \( D(j) \), we perform...
random-access on the sub-arrays, one-by-one, to finally get the positions of occurrence of $T(i)$ in $D(j)$. This encoding is special in that it keeps the access to the data efficient instead of sequential-traversal based. The encoding allows efficient communication from the processor that produces this IHT to the node that merges the IHT into GHT. It also helps in reducing the memory usage by enabling the application of standard index compression techniques [13]. The terms IHT and GHT refer to the above defined concepts when used in the rest of the paper.

Figure 3: Interval Hash Table (IHT)

So, the new indexing algorithm has three main steps. First posting table (hash-table) for single document is constructed without doing any sorting of terms. Then, the posting tables of $k$ documents are merged into an IHT, which are then encoded appropriately. Finally, the encoded IHTs are merged into a single GHT in an efficient manner. These top-level steps are similar to CLucene, but the new data-structures used (GHT/IHT as explained above) and the efficient merge process (described in sub-section 4.2) make our indexing algorithm faster and more scalable.

Figure 4: Encoded IHT
4.2 Optimized GHT Design & Construction

We consider the optimization of the size of the index along-with indexing time complexity (including IHT and GHT construction) and postings retrieval time during search. These are conflicting objectives as in a typical space-time optimization issues of simultaneous data-structure-size and algorithm-time-complexity optimization problem. Specifically, we consider minimizing both the GHT construction time and size of GHT while maintaining $O(1)$ time for insertion in GHT of reference to an IHT for a term, and, also $O(1)$ time for retrieval of IHT numbers given a term, from the GHT.

In the two-dimensional hash-based GHT structure, for every insertion of the pair $\langle \text{term}, \text{IHT}\# \rangle$ one has to do doc-interval based hash-function evaluation and collision resolution apart from setting appropriate pointers, which takes $O(1)$ time for insertion and retrieval time. But, optimization of the size of the GHT becomes harder due to second level hash-table for document intervals and manipulation of pointers. This is supplemented by memory fragmentation by heap based allocations.

We could consider storing a bit-vector per term. Here, every bit represents an IHT and a value of ‘1’ denotes that the term is present in some document of that IHT. But, this can lead to very high memory requirements for GHT. Hence, this approach is not taken.

Another way of optimizing the size of GHT, is to make the storage proportional to the actual number of doc-intervals per term. Typically, the $[\text{term}, \text{docInterval}]$ matrix is very sparse. So, we take an empirical approach to optimize this index. Instead of storing the complete bitVector, we can simply store the IHT numbers that denotes those intervals that contain the term. This helps in getting significant reduction in the size of the index. This design is also better for search response time compared to traversing the bitVector (linearly or hierarchically) in the previous design.

So, the GHT contains a hash-table where the key is a unique term in the document collection and the value is a list of IHT numbers. Each IHT has at least one document that contains that term. Our index also has an array called the Array-of-IHTs whose each entry point to the IHT corresponding to that document interval. The GHT is constructed by merging IHTs one at a time into the GHT. The steps for merging an IHT into the GHT are as follows:

1. Insert pointers to the IHT data including encoded IHT data array and the positions array into the Array-Of-IHTs. This insertion happens at that entry in Array-of-IHTs which represents the document-interval corresponding to the current IHT being read. In Fig. 5, the entry $g$ points to $IHT_{(g)}$.

2. The unique term list in the IHT is traversed. For each term, position of that term is identified in the GHT using hash-function evaluation and term collision resolution. Then, in the IHT-list for that term, the current IHT number is inserted. Fig. 5 illustrates construction of GHT from IHT using this mechanism. It shows how $IHT_{(g)}$, is merged into the GHT. First (Step-$S1$ in Fig. 5), $IHT_{(g)}$ is pointed to by the appropriate location in the Array-of-IHTs. Then (Steps-$S2(a) \& S2(b)$ in Fig. 5), $IHT_{(g)}$, is inserted into both IHT-lists corresponding to the terms $T_i$ and $T_j$ in the GHT.

The above merge process does not involve re-organizing of the IHT data while merging it into GHT compared to CLucene which re-organizes the segment data when merging it into the final merged segment. This makes GHT/IHT design efficient for distributed indexing.

4.3 Asymptotic Time Complexity Comparison of $S_{ghtl}$ vs. $S_{orgl}$

We refer to original sequential CLucene code as $S_{orgl}$. The new sequential in-memory text indexing algorithm that we designed and implemented is referred to as $S_{ghtl}$ in the paper.

We compare the asymptotic time complexity of $S_{ghtl}$ vs. $S_{orgl}$ and show that $S_{ghtl}$ has better asymptotic time complexity for indexing. The time complexity is dependent on certain term-document distribution parameters. These are mentioned below (same notation used for rest of the paper):

- $\alpha$: Number of unique-terms-per-document (averaged over all documents).
- $\beta$: Number of term-occurrences-per-doc-per-term (averaged over all documents and terms).
• \( \gamma(k) \): Number of unique-terms in a set of \( k \) documents (averaged over all document sets of size \( k \)). This will be referenced as \( \gamma \) in the paper, unless qualified with value of parameter \( k \) (doc-interval size).

• \( \theta \): Number of docs-per-term in a set of \( k \) documents (averaged over all document intervals of size \( k \) and over all terms in the interval).

• \( \delta \): Number of unique-terms in a set of documents that represent one complete index.

We note that \( \alpha = \gamma(1), \delta = \gamma(R) \) where \( R \) is the total number of documents in the index. \( \beta \) is dependent on the intra-document term occurrence while, \( \theta \) represents the inter-document occurrence of the same term in a given collection of documents. Both \( \gamma \) and \( \theta \) vary with \( k \), number of documents considered in a set. \( \gamma \) increases at a fast rate with increase in \( k \) but is always less than \( \alpha \times k \), while \( \theta \) grows very slowly with \( k \). Since, \( \alpha \) and \( \beta \) are per-document parameters, averaged appropriately, they are treated as constants in the paper. These relationships amongst the parameters further clarify their significance to performance analysis in the coming sections.

There are the three phases in text indexing which we compare between \( S_{orgl} \) and \( S_{ghtl} \):

• Single document index creation in a simple hash table (referred to as LHT).

• Single document index merging & creation of first-level multi-document index (segment / IHT).

• Merging of multi-document indexes & creation of final merged index.

We compare the time complexity in each phase and build the expressions for overall time complexity for both \( S_{orgl} \) and \( S_{ghtl} \). In \( S_{orgl} \), when segments are created from individual documents the terms are kept in sorted order. The sort operation takes time proportional to \( [\alpha \times \log(\alpha)] \).

In \( S_{ghtl} \), the terms are kept organized in a hash-table structure, so the hash-computation is all that is needed to insert the term at its right position in the LHT. Hence, the analytical complexity is proportional only to \( \alpha \).

Now, assume for merging that we have only two levels of merging. This means that first single document segments are merged into a larger segment of \( k \)-documents. Then, these \( k \)-doc-segments are merged into one final segment. We compare the times for each of these separately and show how \( S_{ghtl} \) is better than \( S_{orgl} \) in both cases.

During, first level of merge, when \( k \)-doc-segment is formed from 1-doc-segment, then \( S_{orgl} \), does a merge sort over the sorted-term lists of \( k \) 1-doc-segments. This work is proportional to \( [k \times \alpha \times \log(k)] \).
Also, the data for each term is taken and copied over to the k-doc-segment. This includes postings for each document that has that term. Here, the work done is proportional to (number of unique terms in a document * #postings/term/doc * #documents/Segment). Thus, the total work is proportional to \( [(\alpha * \beta * k) + (k * \alpha * \log(k))] \).

In contrast, for \( S_{ghtl} \), no merge sort is needed, as the final unique list of terms in an IHT (equivalent to k-doc-segment of \( S_{orgl} \)) is also kept in a hash-table. The work involving copying term-postings per document and term is roughly the same. Hence, for \( S_{ghtl} \), the work is proportional to \([ (\alpha * k * \beta) + \gamma] \). The following equation represents the IHT production time.

\[
T(\text{IHT production}) = O((\alpha.k.\beta) + \gamma) \tag{4.1}
\]

Now, in the second level of merge, \( S_{orgl} \), takes similar approach as the first level of merge. That is for each term-posting per document and term, it performs copying operations and updating offsets for disk-based storage. This work is proportional to \([k' * \gamma * \theta * \beta]\) per k-doc-segment. Also, it performs \(k'(= R/k)\)-way merge of k-doc-segments into a final segment. If we consider final segment to consist of \( (k * k') \), documents, then the merge sort effort is proportional to \(k' * \gamma * \log(k')\). Thus, the total effort by \( S_{orgl} \) in the second level is \([k' * \gamma * \theta * \beta] + [k' * \gamma * \log(k')]\).

In contrast, for \( S_{ghtl} \), we do not need to perform work proportional to number of documents in an interval (i.e. \( k \)). Here, we simply take the constructed IHT and insert a pointer to it in the Array-of-IHTs. This is a constant time operation. Also, we traverse each term in the IHT and set the IHT number in the GHT. This work is proportional to number of unique-terms in an IHT i.e. \( \gamma \). The hash table insert operations are proportional to \( \delta \). Total work for the second level merge for \( S_{ghtl} \) is proportional to \([ (\gamma * k') + k' + \delta]\), and is given by the following equation:

\[
T(\text{IHT merge}) = O(\gamma * R/k + \delta) \tag{4.2}
\]

So, at each of the three phases, \( S_{ghtl} \) is better than \( S_{orgl} \). Adding, the times for all the three steps we get the asymptotic complexities, as,

\[
T(S_{orgl}) = O((k.k'.\alpha.\log(\alpha))+
\quad k' * (\alpha.k.\beta + k.\alpha.\log(k))+
\quad k' * (\gamma.\theta.\beta + \gamma.\log(k')) \tag{4.3}
\]

Simplifying, and using \( R = k * k' \), we get,

\[
T(S_{orgl}) = O(R.\alpha.(\log(\alpha.k) + \beta) + R/k * \gamma.(\log(R/k) + \theta)) \tag{4.4}
\]

Assuming \( \alpha, \beta \) as constants and simplifying, we get,

\[
T(S_{orgl}) = O(R/k * \gamma.(\log(R/k) + \theta)) \tag{4.5}
\]

Now, for \( S_{ghtl} \) we have,

\[
T(S_{ghtl}) = O((k'.k.\alpha) + k'.(\alpha.k.\beta + k.\alpha) + k'.\gamma + \delta) \tag{4.6}
\]

Simplifying, we get,

\[
T(S_{ghtl}) = O(R.\alpha.\beta + (R/k * \gamma)) \tag{4.7}
\]

Assuming \( \alpha, \beta \) as constants and simplifying, we get,

\[
T(S_{ghtl}) = O(R/k * \gamma) \tag{4.8}
\]

Comparing, equation (4.8) with (4.5), one can see that \( S_{ghtl} \) has better asymptotic time complexity than \( S_{orgl} \). The actual run-time of \( S_{ghtl} \) is also better compared with \( S_{orgl} \) as shown with experiments in section 6.
5 Distributed Algorithm For Text Indexing

In this section we explain the distributed indexing algorithm. The distributed algorithm using the CLucene indexing and merging code is referred to as $P_{orgl}$ while the distributed algorithm using our indexing algorithm is referred to as $P_{ghtl}$.

5.1 Distributed Indexing Algorithm Design

The nodes in the distributed system are partitioned into index-groups. Each index group of size $(P + 1)$, has $P$ Producer nodes and one Consumer node (also called index-group head). Total text data is partitioned document-wise and assigned to the index-groups. Within each index-group the data is divided equally amongst the Producer nodes. Hence, instead of creating one index for the complete document set or one index per node in the system, we actually create one index per index-group which results in distributed index for complete set of documents in the system.

In case of $P_{orgl}$, each Producer generates segments (one segment represents index for limited, $k$, number of documents) for the data provided to it. These are then sent to the Consumer that merges them into the final merged segment using $P$-way merge procedure.

In case of $P_{ghtl}$, the Producers, construct IHTs (each IHT represents one inverted index for a set of documents). All Producers store the IHTs locally and then send the IHT-meta-data to the Consumer. Here, IHT-meta-data refers to terms and the document frequency per term in the IHT. This helps in saving space at the Consumer node. The Consumer takes each IHT-meta-data and merges it into a single GHT maintained by it. The distributed indexing and search algorithm is illustrated in Fig. 6 below.

For search, same query is provided to each Consumer(index-group head) that has the merged index. Each Consumer determines the matching documents for that query. The Consumers share matching document information for global scoring. Then, each Consumer scores the matching documents and selects top-N documents followed by across-Consumer top-N selection and reporting to the user.

![Figure 6: Distributed Indexing & Search](image)

The pipeline diagram in Fig. 7 illustrates the steps involved in distributed indexing. These overall steps are applicable in both cases - $P_{ghtl}$ and $P_{orgl}$. These are:

- Generation of encoded IHTs($P_{ghtl}$)/lucene segments ($P_{orgl}$), in parallel, at the Producers.
- Communication of IHT-meta-data/segments from the Producers to the Consumer.

- Merge of IHTs/segments at the Consumer.

These steps get repeated across a number of rounds till all the documents get indexed. In case of limited memory in the system, the documents are assumed to be aged-off after some duration. When all the documents in an IHT have been aged-off it is deleted from the index.

5.2 Time Complexity Analysis of Distributed Indexing

Let, the size of the indexing group be \((P+1)\) : \(P\) Producers and 1 Consumer. We can use the pipeline diagram in Fig. 7 to analyze the time complexity of both \(P_{\text{ghl}}\) and \(P_{\text{orgl}}\). Let, there be \(n\) rounds with \(P\) Producers in each round. Let, \(\text{Prod}_{(j,i)}\) denote the total time for \(j^{th}\) Producer, in \(i^{th}\) round, where \(1 \leq j \leq P, 1 \leq i \leq n\). This includes both the compute time (denoted by \(\text{ProdComp}_{(j,i)}\)) and the communication time for the \(j^{th}\) Producer (denoted by \(\text{ProdComm}_{(j,i)}\)). Similarly, \(\text{Cons}_{(i)}\) denotes the total time spent by the Consumer in the \(i^{th}\) round which includes both the compute time for merging (denoted by \(\text{ConsComp}_{i}\)) and its communication time (denoted by \(\text{ConsComm}_{i}\)) in \(i^{th}\) round. The distributed indexing time is approximately given by the following equation:

\[
T(\text{distributed}) = X + Y + Z
\]  

(5.1)
where, \( X = \max_j \text{ProdComp}_{(j,1)} \) \hspace{1cm} (5.2a)

\( Y = \sum_{2 \leq i \leq n} \max(\max_j \text{Prod}_{(j,i)}, \text{Cons}_{(i-1)}) \) \hspace{1cm} (5.2b)

\( Z = \text{Cons}_{(n)} \) \hspace{1cm} (5.2c)

### 5.2.1 Time Complexity for \( P_{ghtl} \)

Below, we consider in detail the analysis for \( P_{ghtl} \). Since, each Producer has to produce only \( 1/P \) of the number of IHTs in sequential case, its compute time gets reduced by a factor of \( P \). Equation (4.1), gives compute time for the \( j^{th} \) Producer in the \( i^{th} \) round. So,

\[
\text{ProdComp}_{(j,i)} = \{k \cdot \alpha \cdot \beta + \gamma\} \hspace{1cm} (5.3)
\]

The total number of rounds, \( n \), is given by \( R/k \cdot 1/P \), since total number of IHTs to generate is \( R/k \) and in each round \( P \) IHTs are generated.

The Consumer receives IHT-meta-data from all Producers in a round (assuming load-balance across Producers). Hence, an average Producer will wait for half of the IHTs to be sent to the consumer before it can send its own. Thus, the communication time per Producer in a round is the sum of the synchronization time (MPI collective), waiting time before its turn can occur to send the IHT-meta-data (referred as \( \text{WaitTime} \)) and the actual time for sending the IHT-meta-data to the Consumer (referred as \( \text{IHTSendTime} \)).

So, the communication time per producer, in the \( i^{th} \) round is:

\[
\text{ProdComm}_{(j,i)} = \{g(P) + \text{IHTSendTime} + \text{WaitTime}\} \hspace{1cm} (5.4)
\]

\[
\text{IHTSendTime} = \{\text{IH}T\text{MetaDataSize}/BW + \text{Latency}(P)\} \hspace{1cm} (5.5a)
\]

\[
\text{WaitTime} = P/2 * \text{IHTSendTime} \hspace{1cm} (5.5b)
\]

where,

\[
gc(P) = \text{Sync. time (MPI collective)} \hspace{1cm} (5.5c)
\]

\[
\text{IH}T\text{Size} = \text{Size of the IHT\text{MetaData in bytes}} \hspace{1cm} (5.5d)
\]

\[
BW = \text{Bandwidth of the network on which IHT\text{metadata is transmitted}} \hspace{1cm} (5.5e)
\]

\[
\text{Latency}(P) = \text{Latency of communication from Producer to Consumer} \hspace{1cm} (5.5f)
\]

For the Consumer, we again consider the compute and communication time separately. The merge time for the consumer remains the same as it has to merge the same number of IHTs into the GHT. Using, equation (4.2), and considering merge of \( P \) IHTs per round, we get,

\[
\text{ConsComp}_{(i)} = O(\{P * \gamma + \delta\}) \hspace{1cm} (5.6)
\]

For each round of IHT transfer, the Consumer collects all IHT-meta-data available in that round before merging them into the GHT. So, the Consumer communication time is the sum of the synchronization time (MPI collective) and the time for receiving each IHT. The communication time of the Consumer in the \( i^{th} \) round is given by the following:

\[
\text{ConsComm}_{(i)} = gc(P) + P * \{\text{IH}T\text{Size}/BW + \text{Latency}(P)\} \hspace{1cm} (5.7)
\]
Total Time for the Consumer in the $i^{th}$ round is:

$$Cons_{(i)} = ConsComp_{(i)} + ConsComm_{(i)}$$  \hspace{1cm} (5.8)

Using equations (5.1) and (5.3) to (5.8) we can compute the analytical expression for time complexity of $P_{ghtl}$. The communication time in our experiments was very small compared to the overall distributed indexing time, hence we ignore the communication time in further analysis. Due to the pipelining of the produce and merge phases, the overall indexing time depends on whether the produce phase dominates the merge phase or vice-versa. Hence, we consider two cases depending upon whether IHT production compute time per round dominates merge compute time per round or vice-versa. Simplifying the expressions for each case we get the following:

Case(1) : Production time per round $>$ Merge time per round

$$T(P_{ghtl}) = k.\alpha.\beta + \gamma + (R/kP - 1) * (k.\alpha.\beta + \gamma) + (P.\gamma + \delta)$$  \hspace{1cm} (5.9)

Since, the last round Consumer time is dominated by the Producer time, we get,

$$T(P_{ghtl}) = O(R.\alpha.\beta/P) = O(R/P)$$  \hspace{1cm} (5.10)

Case(2) : Merge time per round $>$ production time per round

$$T(P_{ghtl}) = k.\alpha.\beta + \gamma + (R/kP - 1) * (P.\gamma + \delta) + (P.\gamma + \delta)$$  \hspace{1cm} (5.11)

Simplifying, we get,

$$T(P_{ghtl}) = R/kP * (P.\gamma + \delta)$$  \hspace{1cm} (5.12)

$$T(P_{ghtl}) = O(R.\gamma/k + R.\delta/k.P)$$  \hspace{1cm} (5.13)

Thus, we see that the scalability of $P_{ghtl}$ is fine in Case(1) but when Case(2) occurs then the merge time becomes the bottleneck. If we use distributed merge, then we can make the merge time also scalable with $P$ by adaptively balancing the load across producers and the consumer. This is left for future work.

5.2.2 Time Complexity of $P_{orgl}$

Following similar analysis as above and using (5.1), the total time for $P_{orgl}$ can be computed. We can substitute the time complexity expression for Producer compute and communication time and Consumer compute and communication time (section 4.3) and assume that communication time is small. Here it assumes

Next, we consider two cases, Case(1) : Production time per round $>$ Merge-time per round

$$T(P_{orgl}) = O(R/P * \alpha.\log(\alpha.k) + P.\gamma.(\log(P) + \theta))$$

$$= O(R/P * \log(k) + P.\gamma.(\log(P) + \theta))$$  \hspace{1cm} (5.14)

Case(2) : Merge-time per round $>$ Production time per round

$$T(P_{orgl}) = O(R/k.P * (P.\gamma.(\log(P) + \theta))) = O(R/k * (\log(P) + \theta))$$  \hspace{1cm} (5.15)

Looking at above equations (5.14) & (5.15), we can see the scalability issues with $P_{orgl}$. We can use distributed merge but it will help to a limited extent. Comparing equations (5.10) & (5.13) with (5.14) & (5.15), we can see that $P_{ghtl}$ is guaranteed to show better scalability and indexing time compared to $P_{orgl}$.
6 Results and Analysis

We compared both the sequential and distributed indexing performance between our implementation and CLucene (version 0.9.20). We implemented our GHT/IHT based indexing data-structures and algorithm on the original CLucene code base. For CLucene, we maintain the index in memory using the RAMDirectory.

6.1 Sequential Indexing Performance

In the sequential case, we used an Intel machine with 3.6 GHz Xeon processor and 4GB memory, and compared the indexing performance between $S_{ghtl}$ and $S_{orgl}$ using real website data. Fig. 8 shows the time for indexing text-data from 500MB - 2GB. As we can see $S_{ghtl}$ is around $2 \times$ faster than $S_{orgl}$. We performed search using real queries on 512 MB text-data and found that the CLucene search time, 10.3s, is better than our search time, 12.9s. We have not yet tuned the search code to leverage our data-structures (hash table based access instead of sequential access), which we believe can deliver same or better search time. We also found that our serialized index size, around 200 MB, is within two times the index size of CLucene, around 106 MB. We can further improve our index size using index compression techniques ([10], [12]).

<table>
<thead>
<tr>
<th>Time (in seconds)</th>
<th>Data Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500MB</td>
</tr>
<tr>
<td>$S_{orgl}$</td>
<td>236.80</td>
</tr>
<tr>
<td>$S_{ghtl}$</td>
<td>115.52</td>
</tr>
</tbody>
</table>

Figure 8: Sequential Indexing Performance

6.2 Distributed Indexing Performance

We studied the scalability of $P_{orgl}$ and $P_{ghtl}$ by doing experiments on real website data. The text data was extracted from html files and loaded into the memory of the producer nodes before the indexing time measurement is started. The amount of text-data sent to each Producer node is roughly load-balanced. For CLucene, we used that value of $k$ so that only one segment is created from all the text data fed to a Producer. This is so as to get the best indexing performance from CLucene. If we generate more than one segment at the Producer(s) then the merge process at the Consumer takes more time.

The experiments were conducted on the BG/L [4] platform. BG/L is an MPP system developed by IBM Research. It has thousands of processor nodes (PPC 440) connected in a high bandwidth 3D torus network. We ran the experiments in co-processor mode for each node. We chose BG/L as it allows us to study indexing scalability across thousands of nodes and because it was more readily available to us than large clusters. It also gives an opportunity to explore the value of BG type architectures for large scale text-indexing and search. We note that our data-structure and algorithm design are independent of the underlying architecture.

We implemented the distributed algorithm in CLucene code ($P_{orgl}$) as well as in our indexing code ($P_{ghtl}$) and compared the following aspects of indexing algorithm scalability:

- Strong Scalability : (increase $P$, $R$ constant) ⇒ Indexing Time
- Weak Scalability : (increase $P$, increase $R$) ⇒ Indexing Time
- Scalability with number of docs : ($P$ constant, increase $R$) ⇒ Indexing Time
6.2.1 Strong Scalability Study

In the strong scalability experiment, the input data size for an index group remains constant while the size of the group, in number of processors, is increased. We study the distributed indexing time and speedup in this setup. We determine the maximum number of processors until which the distributed indexing time keeps reducing with increase in number of processors. Below we consider index group size of \( G \) processors with \( P \) Producers and 1 Consumer, with group size varying from 2 to 512 nodes. We consider 1 GB of text-data to be indexed per group. In these experiments we measured performance by indexing large volumes of data up to 256 GB, by having multiple index-groups. Note that speedup in this section refers to increase in distributed indexing time relative to time for \( G = 2 \) (instead of \( G = 1 \)).

The plots of strong scalability study for \( P_{orgl} \) and \( P_{ghtl} \) are given in Fig. 9. As we can see \( P_{orgl} \) time decreases initially from 600 s, when \( G=2 \), to 151 s, when \( G=32 \), but after this it keeps increasing for \( G \geq 64 \). For \( P_{ghtl} \), the distributed indexing time decreases continuously from 304 s, when \( G=2 \), to 24.55 s, when \( G=64 \), but after this it keeps increasing for \( G \geq 128 \). Thus, both follow a U-shaped curve, but, \( P_{ghtl} \) scales till \( G = 64 \) while \( P_{orgl} \) scales only till \( G = 32 \). Fig. 10 shows the variation of speedup as the number of processors is increased. The maximum speedup obtained for \( P_{ghtl} \) is approximately 12.38, which is 3.12 times better compared to \( P_{orgl} \), speedup = 3.9. In terms of best distributed indexing time (over all \( G \)), \( P_{ghtl} \) is approximately 6.17 times better than \( P_{orgl} \).

![Strong Scalability (1 GB/index-gp)](image)

Figure 9: Strong Scalability

This behavior can be explained by the inefficient merge process of \( P_{orgl} \). For a given number of processors, \( P_{orgl} \) takes more time in both segment generation and merging compared to IHT generation and merging by \( P_{ghtl} \). Hence, the indexing time for \( P_{ghtl} \) is lower than \( P_{orgl} \) for the same index-group size and the maximum speedup for \( P_{orgl} \), 3.97, is lower than maximum speedup for \( P_{ghtl} \), 12.38. Now, as the number of processors increases with the same total input text data size, the amount of text data per processor goes down and hence the segment/IHT production time goes down while the merge time increases. So, initially in each round, the production time is more than the merge time and it dominates the overall distributed indexing time. This corresponds to Case(1) in section 5.2.1 and equation (5.10) for \( P_{ghtl} \), and similarly for \( P_{orgl} \), this corresponds to Case(1) in section 5.2.2 and equation (5.14). However, as the index-group size increases, the
segment/IHT production time goes down and merge time becomes more than production time. Then the merge time dominates the overall distributed indexing time. This corresponds to Case(2) in section 5.2.1 and equation (5.13) for \( P_{ghtl} \), and, similarly for \( P_{orgl} \), this corresponds to Case(2) in section 5.2.2 and equation (5.15). Since, merge is performed by a single consumer node it becomes a bottleneck for scalability. Because, \( P_{orgl} \) has much more in-efficient merge compared to \( P_{ghtl} \) it reaches this bottleneck point earlier at \( G = 32 \), than \( P_{ghtl} \) at \( G = 64 \). One could also parallelize merge to shift load from consumer to producers and get better merge time. This can be done for both \( P_{orgl} \) and \( P_{ghtl} \) and hence both will gain from a distributed merge.

### 6.2.2 Weak Scalability

In the weak scalability experiment, both the data and number of processors are increased, and we study the increase in overall distributed indexing time. In this experiment the data to be indexed per index group is increased from 50MB to 1.6 GB, as \( G \) is increased from 4 to 128 processors. As illustrated in Fig. 11, as \( G \) increases from 4 to 128, \( P_{ghtl} \) time increases from 6.64s to 37.92s, i.e. by 5.71× factor, while \( P_{orgl} \) time increases from 15s to 290s, i.e. by 19.4× factor. This behavior can again be explained by the in-efficient merge for \( P_{orgl} \) and its dominant impact on overall distributed indexing time. So, we improve the weak scalability of distributed text indexing compared to CLucene by employing our more efficient algorithm \( P_{ghtl} \). Note that for \( P_{orgl} \) the indexing time initially goes down from approximately 15s to 14s when \( G \) goes from 4 to 8 and data per group increases from 50MB to 100MB. This is because, in both cases the Producer compute time dominates the Consumer merge time and in the second case we have lesser data per Producer which means the Producer compute time for \( G=8 \) is lesser than the same for \( G=4 \). Hence, the overall indexing time for \( G=8 \) is less than \( G=4 \).
6.2.3 Scalability with increase in data size

In this experiment we study the indexing time variation with increase in text data size. Here the size of text data used to generate index in one index group is varied from 64MB to 1GB. We study the change in indexing time for both \( P_{orgl} \) and \( P_{ghtl} \) for two index-group sizes - 32 and 128. As we can see in Fig. 12, for \( G=128 \), as the size of the data increases from 64 MB per index-group to 1 GB per index-group (16x increase), the indexing time for \( P_{orgl} \) increases from 20.23s to 191.59s (9.47 times increase), while for \( P_{ghtl} \) the indexing time increases from 3.66s to 27.97s (7.64 times increase). For \( G=32 \) (as shown in Fig. 13) the increase in indexing time is more for the same increase in text-data size. Here, a 16 times increase in data for \( P_{orgl} \) leads to 15 times increase in time while for \( P_{ghtl} \) the indexing time increases only 8 times. For both cases, \( G = 32 \) and \( G = 128 \), the merge time dominates the segment/IHT production time. For \( P_{orgl} \), the increase of merge time with data-size is less at \( G = 128 \) than with \( G = 32 \). In case of \( P_{ghtl} \), with increase in data-size there is better load-balance between the Producer and the Consumer, for the same increase in data-size it shows less increase in indexing time compared to \( P_{orgl} \) for both cases \( G = 128 \) and \( G = 32 \).

7 Conclusions and Future Work

In this paper we presented new data-structures and algorithm for sequential and distributed indexing. We have shown that our algorithm has better asymptotic time complexity in both sequential and distributed case with small increase in memory size as compared to CLucene. We supplement the claim with experiments on real data and demonstrate around 2x improvement for sequential indexing and around 3x-7x improvement for distributed indexing.

If we parallelize the merge process then we can avoid merge becoming a bottleneck. This basically involves shifting some part of the load for merge node onto the producer-nodes to obtain load-balance between the producers and the consumer. The amount of load transferred needs to determined dynamically so that the overall indexing time can scale well with the increase in the number of total processors in an index group. As part of future work, we plan to study dynamic load balancing algorithm, and also look into index size optimization and distributed search performance analysis and optimization.
Figure 12: Scalability with increasing text-data (G = 128)

Figure 13: Scalability with increasing text-data (G = 32)
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